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Abstract
We extend the decomposition approach for learning Bayesian networks (BN) proposed by (Xie
et al., 2006) to learning multivariate regression chain graphs (MVR CGs), which include BNs as
a special case. The same advantages of this decomposition approach hold in the more general
setting: reduces complexity and increased power of computational independence tests. Moreover,
latent (hidden) variables can be represented in MVR CGs by using bidirected edges, and our al-
gorithm correctly recovers any independence structure that is faithful to a MVR CG, thus greatly
extending the range of applications of decomposition-based model selection techniques. While our
new algorithm has the same complexity as the one in (Xie et al., 2006) for BNs, it requires larger
components for general MVR CGs, to insure that sufficient data is present to estimate parameters.

Keywords: MVR chain graph; conditional independence; decomposition; m-separator; junction
tree; augmented graph; triangulation; graphical model; Markov equivalent; structural learning.

1. Introduction

Probabilistic graphical models (PGM) use graphs, either undirected, directed, or mixed, to represent
possible dependences among the variables of a multivariate probability distribution. Two types
of graphical representations of distributions are commonly used, namely, Bayesian networks and
Markov random fields (Markov networks). Both families encompass the properties of factorization
and independences, but they differ in the set of independences they can encode and the factorization
of the distribution that they induce.

Currently systems containing both causal and non-causal relationships are mostly modelled with
directed acyclic graphs (DAGs). An alternative approach is using chain graphs (CGs). CGs contain
two types of edges, the directed edge that corresponds to the causal relationship in DAGs and a
second type of edge representing a symmetric relationship (Sonntag, 2016). While the interpretation
of the directed edge in a CG is quite clear, the second type of edge can represent different types of
relations and, depending on how we interpret it in the graph, we say that we have different CG
interpretations. There are several possible interpretations of CGs with different separation criteria,
i.e. different ways of reading conditional independences from the graph, and different intuitive
meaning behind their edges. The first interpretation (LWF) was introduced by Lauritzen, Wermuth
and Frydenberg (Lauritzen and Wermuth, 1989; Frydenberg, 1990) to combine DAGs and UGs.
The second interpretation (AMP), was introduced by Andersson, Madigan and Perlman, and also
combines DAGs and undirected graphs (UGs) but with a separation criterion that more closely
resembles the one of DAGs (Andersson et al., 1996). The third interpretation, the multivariate
regression interpretation (MVR), was introduced by Cox and Wermuth (Cox and Wermuth, 1993,
1996) to combine DAGs and bidirected (covariance) graphs.
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Sonntag lists four constraint-based learning algorithms for CGs. All are based on testing if
variables are (conditionally) independent in the data using an independence test, and using this
information to deduce the structure of the optimal graph. These algorithms are the PC-like algo-
rithms (Studený, 1997; Peña, 2014; Sonntag and Peña, 2012), the answer set programming (ASP)
algorithms (Peña, 2016; Sonntag et al., 2015), the LCD algorithm (Ma et al., 2008) and the CKES
algorithm (Peña et al., 2014). The former two have implementations for all three CG interpretations,
while the latter two are only applicable for LWF CGs (Sonntag, 2016).

In this paper, we propose a decomposition approach for recovering structures of MVR CGs.
Our algorithms are natural extensions of algorithms in (Xie et al., 2006). In particular, the rule in
(Xie et al., 2006) for combining local structures into a global skeleton is still applicable and no more
careful work (unlike, for example, algorithms in (Ma et al., 2008)) must be done to ensure a valid
combination. Moreover, the method for extending a global skeleton to a Markov equivalence class
is exactly the same as that for Bayesian networks.

Section 2 gives notation and definitions. In Section 3, we show a condition for decomposing
structural learning of MVR CGs. Construction of m-separation trees to be used for decomposition
is discussed in Section 4. We propose the main algorithm and then give an example in Section
5 to illustrate our approach for recovering the global structure of a MVR CG. In Section 6, we
propose a new algorithm for structural learning of MVR CGs via decomposition by constructing
a JV -junction tree from domain knowledge or from observed data patterns. Section 7 discusses
the complexity and advantages of the proposed algorithms. The proofs of our main results and
algorithms are given in Appendix A and B.

2. Definitions and Concepts

In this paper we consider graphs containing both directed (→) and bidirected (↔) edges and largely
use the terminology of (Xie et al., 2006; Richardson, 2003), where the reader can also find further
details. Below we briefly list some of the most central concepts used in this paper.

If there is an arrow from a pointing towards b, a is said to be a parent of b. The set of parents of
b is denoted as pa(b). If there is a bidirected edge between a and b, a and b are said to be neighbors.
The set of neighbors of a vertex a is denoted as ne(a). The expressions pa(A) and ne(A) denote
the collection of parents and neighbors of vertices in A that are not themselves elements of A. The
boundary bd(A) of a subset A of vertices is the set of vertices in V \A that are parents or neighbors
to vertices in A.

A path of length n from a to b is a sequence a = a0, . . . , an = b of distinct vertices such
that (ai → ai+1) ∈ E, for all i = 1, . . . , n. A chain of length n from a to b is a sequence a =
a0, . . . , an = b of distinct vertices such that (ai → ai+1) ∈ E, or (ai+1 → ai) ∈ E, or (ai+1 ↔
ai) ∈ E, for all i = 1, . . . , n. We say that u is an ancestor of v and v is a descendant of u if there is
a path between u and v in G. The set of ancestors of v is denoted as an(v), and we define An(v) =
an(v) ∪ v. We apply this definition to sets: an(X) = {α|α is an ancestor of β for some β ∈ X}.
A partially directed cycle in a graph G is a sequence of n distinct vertices v1, . . . , vn(n ≥ 3), and
vn+1 ≡ v1, such that

• ∀i(1 ≤ i ≤ n) either vi ↔ vi+1 or vi → vi+1, and

• ∃j(1 ≤ j ≤ n) such that vi → vi+1.
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A graph with only undirected edges is called an undirected graph (UG). A graph with only directed
edges and without directed cycles is called a directed acyclic graph (DAG). Acyclic directed mixed
graphs, also known as semi-Markov(ian) (Pearl, 2009) models contain directed (→) and bi-directed
(↔) edges subject to the restriction that there are no directed cycles (Richardson, 2003, 2009). A
graph that has no partially directed cycles is called a MVR chain graph.

A nonendpoint vertex ζ on a chain is a collider on the chain if the edges preceding and succeed-
ing ζ on the chain have an arrowhead at ζ, that is,→ ζ ←, or ↔ ζ ↔, or ↔ ζ ←, or → ζ ↔. A
nonendpoint vertex ζ on a chain which is not a collider is a noncollider on the chain. A chain be-
tween vertices α and β in a MVR chain graph G is said to be m-connecting given a set Z (possibly
empty), with α, β /∈ Z, if:

(i) every noncollider on the path is not in Z, and

(ii) every collider on the path is in AnG(Z).

A chain that is not m-connecting given Z is said to be blocked given (or by) Z. If there is no
chain m-connecting α and β given Z, then α and β are said to be m-separated given Z. Sets X
and Y are m-separated given Z, if for every pair α, β, with α ∈ X and β ∈ Y , α and β are m-
separated given Z (X , Y , and Z are disjoint sets; X,Y are nonempty). We denote the independence
model resulting from applying the m-separation criterion to G, by =m(G). This is an extension of
Pearl’s d-separation criterion (Pearl, 1988) to MVR chain graphs in that in a DAG D, a chain is
d-connecting if and only if it is m-connecting.

Two vertices x and y in a MVR chain graph G are said to be collider connected if there is a
chain from x to y in G on which every non-endpoint vertex is a collider; such a chain is called a
collider chain. Note that a single edge trivially forms a collider path, so if x and y are adjacent in a
MVR chain graph then they are collider connected. The augmented graph derived from G, denoted
(G)a, is an undirected graph with the same vertex set as G such that

c− d in (G)a ⇔ c and d are collider connected in G.

Disjoint sets X,Y 6= Ø, and Z (Z may be empty) are said to be m∗-separated if X and Y are
separated by Z in (Gan(X∪Y ∪Z))

a. Otherwise X and Y are said to be m∗-connected given Z. The
resulting independence model is denoted by =m∗(G).

According to (Richardson and Spirtes, 2002, Theorem 3.18.) and (Javidian and Valtorta, 2018a,
Theorem 15), for a MVR chain graph G we have: =m(G) = =m∗(G).

Let ḠV = (V, ĒV ) denote an undirected graph where ĒV is a set of undirected edges. An
undirected edge between two vertices u and v is denoted by (u, v). For a subset A of V , let ḠA =
(A, ĒA) be the subgraph induced by A and ĒA = {e ∈ ĒV |e ∈ A × A} = ĒV ∩ (A × A). An
undirected graph is called complete if any pair of vertices is connected by an edge. For an undirected
graph, we say that vertices u and v are separated by a set of vertices Z if each path between u and v
passes through Z. We say that two distinct vertex sets X and Y are separated by Z if and only if Z
separates every pair of vertices u and v for any u ∈ X and v ∈ Y . We say that an undirected graph
ḠV is an undirected independence graph for a MVR CG G if the fact that a set Z separates X and
Y in ḠV implies that Z m-separates X and Y in G. Note that the augmented graph derived from a
MVR CGG, (G)a, is an undirected independence graph forG. We say that ḠV can be decomposed
into subgraphs ḠA and ḠB if

(1) A ∪B = V , and
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(2) C = A ∩B separates V \A and V \B in ḠV .

The above decomposition does not require that the separator C be complete, which is required for
weak decomposition defined in (Lauritzen, 1996). In the next section, we show that a problem
of structural learning of a MVR CG can also be decomposed into problems for its decomposed
subgraphs even if the separator is not complete.

A triangulated (chordal) graph is an undirected graph in which all cycles of four or more vertices
have a chord, which is an edge that is not part of the cycle but connects two vertices of the cycle
(see, for example, Figure 1). For an undirected graph ḠV which is not triangulated, we can add
extra edges to it such that it becomes to be a triangulated graph, denoted by Ḡt

V .

Figure 1: (a) A MVR CG G. (b) The augmented graph Ga, which is also a triangulated graph Gt.

Let X⊥⊥ Y denote the independence of X and Y , and X⊥⊥ Y |Z (or 〈X,Y |Z〉) the conditional
independence of X and Y given Z. In this paper, we assume that all independencies of a proba-
bility distribution of variables in V can be checked by m-separations of G, called the faithfulness
assumption (Spirtes et al., 2000). The faithfulness assumption means that all independencies and
conditional independencies among variables can be represented by G.

The global skeleton is an undirected graph obtained by dropping direction of a MVR CG. Thus
the absence of an edge (u, v) implies that there is a variable subset S of V such that u and v are inde-
pendent conditional on S, that is, u⊥⊥ v|S for some S ⊆ V \ {u, v}. Two MVR CGs over the same
variable set are called Markov equivalent if they induce the same conditional independence restric-
tions. Two MVR CGs are Markov equivalent if and only if they have the same global skeleton and
the same set of v-structures (unshielded colliders) (Wermuth and Sadeghi, 2012). An equivalence
class of MVR CGs consists of all MVR CGs which are Markov equivalent, and it is represented
as a partially directed graph (i.e., a graph containing directed, undirected, and bidirected edges and
no directed cycles) where the directed/bidirected edges represent edges that are common to every
MVR CG in it, while the undirected edges represent that any appropriate orientation of them leads
to a Markov equivalent MVR CG. Therefore the goal of structural learning is to construct a partially
directed graph to represent the equivalence class. A local skeleton for a subset A of variables is an
undirected subgraph for A in which the absence of an edge (u, v) implies that there is a subset S of
A such that u⊥⊥ v|S.

Now, we introduce the notion ofm-separation trees, which is used to facilitate the representation
of the decomposition. The concept is similar to the junction tree of cliques and the independence
tree introduced for DAGs as d-separation trees in (Xie et al., 2006). Let C = {C1, . . . , CH} be a
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collection of distinct variable sets such that for h = 1, . . . ,H,Ch ⊆ V . Let T be a tree where each
node corresponds to a distinct variable set in C, to be displayed as an oval (see, for example, Figure
2). The term ‘node’ is used for a m-separation tree to distinguish from the term ‘vertex’ for a graph
in general. An undirected edge e = (Ci, Cj) connecting nodes Ci and Cj in T is labeled with a
separator S = Ci ∩ Cj , which is displayed as a rectangle. Removing an edge e or equivalently,
removing a separator S from T splits T into two subtrees T1 and T2 with node sets C1 and C2

respectively. We use Vi = ∪C∈CiC to denote the union of the vertices contained in the nodes of the
subtree Ti for i = 1, 2.

Definition 1 A tree T with node set C is said to be a m-separation tree for a MVR chain graph
G = (V,E) if

• ∪Ci∈CCi = V , and

• for any separator S in T with V1 and V2 defined as above by removing S, we have 〈V1 \
S, V2 \ S|S〉G.

Figure 2: A m-separation tree.

Notice that a separator is defined in terms of a tree whose nodes consist of variable sets, while
the m-separator is defined based on a MVR chain graph. In general, these two concepts are not
related, though for a m-separation tree its separator must be some corresponding m-separator in
the underlying MVR chain graph. The definition of m-separation trees for MVR chain graphs is
similar to that of junction trees of cliques, see (Cowell et al., 1999; Lauritzen, 1996). Actually, it is
not difficult to see that a junction tree of a MVR chain graphG is also am-separation tree. However,
as in (Ma et al., 2008), we point out two differences here: (a) a m-separation tree is defined with
m-separation and it does not require that every node is a clique or that every separator is complete
on the augmented graph; (b) junction trees are mostly used as inference engines, while our interest
inm-separation trees is mainly derived from its power in facilitating the decomposition of structural
learning.

A collection of variable sets C = {C1, . . . , CH} is said to be a hypergraph on V where each
hyperedge Ch is a nonempty subset of variables, and ∪Hh=1Ch = V . A hypergraph is a reduced
hypergraph if Ci 6⊆ Cj for i 6= j. In this paper, only reduced hypergraphs are used, and thus simply
called hypergraphs. In Section 4, a hyperedge will be used to represent the domain knowledge of
association among variables (see, for example, Figure 4, (b)).
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3. Decomposition of Structural Learning

Applying the following theorem to structural learning, we can split a problem of searching for
m–separators and building the skeleton of a MVR CG into small problems for every node of m-
separation tree T .

Theorem 2 Let T be a m-separation tree for a MVR CG G. Vertices u and v are m-separated by
S ⊆ V in G if and only if (i) u and v are not contained together in any node C of T or (ii) there
exists a node C that contains both u and v such that a subset S′ of C, m-separates u and v.

According to Theorem 2, a problem of searching for a m-separator S of u and v in all possible
subsets of V is localized to all possible subsets of nodes in a m-separation tree that contain u and v.
For a given m-separation tree T with the node set C = {C1, . . . , CH}, we can recover the skeleton
and all v-structures for a MVR CG as follows. First we construct a local skeleton for every node
Ch of T , which is constructed by starting with a complete undirected subgraph and removing an
undirected edge (u, v) if there is a subset S of Ch such that u and v are independent conditional
on S. Then, in order to construct the global skeleton, we combine all these local skeletons together
and remove edges that are present in some local skeletons but absent in other local skeletons. Then
we determine every v-structure if two non-adjacent vertices u and v have a common neighbor in the
global skeleton but the neighbor is not contained in them-separator of u and v. Finally we can orient
more undirected edges if none of them creates either a partially directed cycle or a new v-structure
(see, for example, Figure 3). This process is formally described in the following algorithm:

Algorithm 1 (Construct the equivalence class of MVR CGs from a m-separation tree).

1. Input: a m-separation tree T with a node set C = {C1, . . . , CH}.

2. Construct a local skeleton Ḡh for each tree node Ch:

• Initialize Ḡh as a complete undirected graph;

• If there exists a subset Suv of Ch \ {u, v} such that u ⊥⊥ v|Suv, then delete edge (u, v)
from Ḡh and save Suv to the m-separator list S.

3. Construct the global skeleton ḠV :

• Initialize the edge set ĒV of ḠV as the union of all edge sets of Ḡh, h = 1, . . . ,H;

• For a pair of vertices u and v contained in several local skeletons, delete edge (u, v)
from ĒV if it is absent in some skeleton.

4. For eachm-separator Suv in the list S, determine a v-structure (u ◦→ w ←◦ v) if (u ◦− w −◦
v) appears in the global skeleton and w is not in Suv.

5. Output: the equivalence class of MVR CGs.

In order to obtain MVR CGs from an equivalence class, the following step may be added between
steps 4 and 5:

• Orient other edges in a way that none of them creates either a partially directed cycle or a new
v-structure.
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Figure 3: (a) Local skeletons for every node of T . (b) The global skeleton and all v-structures.

According to Theorem 2, we can prove that the global skeleton and all v-structures obtained by
applying the above decomposition algorithm are correct, that is, they are the same as those obtained
from the joint distribution of V , see Appendix A for the details of proof. Note that separators in a
m-separation tree may not be complete in the augmented graph. Thus the decomposition is weaker
than the decomposition usually defined for parameter estimation (Cowell et al., 1999; Lauritzen,
1996).

4. Construction of m-Separation Trees

As proposed in (Xie et al., 2006), one can construct a d-separation tree from observed data, from
domain or prior knowledge of conditional independence relations or from a collection of databases.
However, their arguments are not valid for constructing am-separation tree from domain knowledge
or from observed data patterns.

4.1 Constructing a m-Separation Tree from Observed Data

In several algorithms for structural learning of PGMs, the first step is to construct an undirected
independence graph in which the absence of an edge (u, v) implies u ⊥⊥ v|V \ {u, v}. To construct
such an undirected graph, we can start with a complete undirected graph, and then for each pair of
variables u and v, an undirected edge (u, v) is removed if u and v are independent conditional on
the set of all other variables (Xie et al., 2006). A m-separation tree can be built by constructing a
junction tree from an undirected independence graph.

Theorem 3 A junction tree constructed from an undirected independence graph for MVR CG G is
a m-separation tree for G.
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4.2 Constructing a m-Separation Tree from Domain Knowledge or from Observed Data
Patterns

In this subsection, we propose an approach for constructing am-separation tree from domain knowl-
edge or from observed data patterns without conditional independence tests. Domain knowledge
of variable dependencies can be represented as a collection of variable sets C = {C1, . . . , CH},
in which variables contained in the same set may associate with each other directly but variables
contained in different sets associate with each other through other variables. This means that two
variables that are not contained in the same set are independent conditionally on all other variables.
On the other hand, in an application study, observed data may have a collection of different ob-
served patterns, C = {C1, . . . , CH}, where Ch is the set of observed variables for the hth group of
individuals. In both cases, the condition to make our algorithms correct for structural learning from
a collection C is that C must contain sufficient data such that parameters of the underlying MVR
CG are estimable.

For a DAG, parameters are estimable if, for each variable u, there is an observed data pattern
Ch in C that contains both u and its parent set. Thus a collection C of observed patterns has
sufficient data for correct structural learning if there is a pattern Ch in C for each u such that Ch

contains both u and its parent set in the underlying DAG. Also, domain knowledge is legitimate
if, for each variable u, there is a hyperedge Ch in C that contains both u and its parent set (Xie
et al., 2006). However, these conditions are not valid in the case of MVR chain graphs. In fact, for
MVR CGs domain knowledge is legitimate if for each connected component τ , there is a hyperedge
Ch in C that contains both τ and its parent set paG(τ). Also, a collection C of observed patterns
has sufficient data for correct structural learning if there is a pattern Ch in C for each connected
component τ such that Ch contains both τ and its parent set paG(τ) in the underlying MVR CG.

Algorithm 2 (Construct a m-separation tree from a hypergraph).

1. Input: a hypergraph C = {C1, . . . , CH}, where each hyperedge Ch is a variable set such
that for each connected component τ , there is a hyperedge Ch in C that contains both τ and
its parent set paG(τ).

2. For each hyperedge Ch, construct a complete undirected graph Ḡh with the edge set Ēh =
{(u, v)|∀u, v ∈ Ch} = Ch × Ch.

3. Construct the entire undirected graph ḠV = (V, Ē), where Ē = Ē1 ∪ . . . ∪ ĒH .

4. Construct a junction tree T by triangulating ḠV .

5. Output: T , which is a m-separation tree for the hypergraph C.

The correctness of Algorithm 2 is proven in Appendix B. Note that we do not need any conditional
independence test in Algorithm 2 to construct a m-separation tree. In this algorithm, we can use
the proposed algorithm in (Berry et al., 2004) to construct a minimal triangulated graph. In order to
illustrate Algorithm 2, see Figure 4.

The example illustrated in Figure 5 shows that, if for each variable u there is a hyperedge Ch

in C that contains both u and its parent set, we cannot guarantee the correctness of our algorithm.
Note that vertices a and d are separated in the tree T of Figure 5 part (d) by removing vertex b, but
a and d are not m-separated given b as can be verified using 5 part (a).
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Figure 4: Construction the m-separation tree. (a) A MVR CG. (b) Domain knowledge of associa-
tions. (c) The undirected graph and triangulation. (d) The m-separation tree T .

The example illustrated in Figure 6 shows that, if for each variable u there is a hyperedge Ch in
C that contains both u and its boundary set, Algorithm 2 does not necessarily give a m-separation
tree because, for example, S = {a, b} separates c and d in tree T of Figure 6 part (d), but S does
not m-separate c and d in the MVR CG G in Figure 6 part (a).

The two previous examples show that, in order to build a m-separation tree using Algorithm 2,
it is necessary that, for each connected component τ , there is a Ch ∈ C that contains both τ and its
parent set paG(τ) in the underlying MVR CG. However, surprisingly, for the example of Figure 6,
we can still recover the MVR CG G if we use the hypergraph in Figure 6 part (b) as the input of
Algorithm 2. Building on this observation, we propose a new structural learning method for MVR
CGs in section 6 and conjecture that it is correct; a proof is forthcoming.

One of the most important differences between our algorithms and algorithms proposed in (Xie
et al., 2006) is that (Xie et al., 2006) assumes that there are no latent (hidden) variables, while in
this paper we deal with situations where there are latent variables.

5. Structural Learning via Decomposition

In this section, we formally describe the complete algorithm for structural learning of MVR CGs
via decomposition.

Main Algorithm (The decomposition approach for structural learning of MVR CGs with domain
knowledge).

1. Input: a hypergraph C = {C1, . . . , CH} (as the domain knowledge, or databases with ob-
served data patterns C).
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Figure 5: Insufficiency of having a hypergraph that contains both u and its parent set for every
u ∈ V . (a) A MVR CG. (b) Domain knowledge of associations. (c) The undirected graph
constructed by union of complete graphs corresponding to each hyperedge, which is also
a triangulated graph. (d) The junction tree T . (f) Local skeleton for every node of T . (g)
The global skeleton and all v-structures.

2. Call Algorithm 2 to construct a m-separation tree T from the hypergraph C.

3. If the sizes of nodes in T are too large, then refine T with observed data:

• Construct an undirected independence subgraph over each node of T ;

• Construct the entire undirected independence graph ḠV = (V, Ē), where Ē is the union
of all edge sets of subgraphs;

• Construct a junction tree T ′ by triangulating ḠV , which is a m-separation tree.

4. Call Algorithm 1 to construct the equivalence class of MVR CGs from T ′ (or T if the sizes
of nodes are not very large).

5. Output: the equivalence class of MVR CGs.

The correctness of the main algorithm is proven in Appendix B. In order to illustrate the Main
Algorithm, see Figure 7.
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Figure 6: Sufficiency of having a hypergraph that contains both u and its boundary set for every
u ∈ V . (a) A MVR CG. (b) Domain knowledge of associations. (c) The undirected graph
constructed by union of complete graphs corresponding to each hyperedge, which is also
a triangulated graph. (d) The junction tree T . (f) Local skeleton for every node of T . (g)
The global skeleton and all v-structures.

6. Structural Learning via Decomposition by Constructing a JV -Junction Tree from
Domain Knowledge or from Observed Data Patterns

In this section, we formally describe a new algorithm for structural learning of MVR CGs via
decomposition by constructing a JV -junction tree from domain knowledge or from observed data
patterns. We observed in subsection 4.2 that if we modify Algorithm 2 in a such a way that, for each
variable u, there is a hyperedge Ch in C that contains both u and its boundary set, Algorithm 2 does
not necessarily give a m-separation tree. However, we can still recover the MVR CG G if we use
the junction tree of step 4, which we call JV -junction tree, as input to Algorithm 1. This process is
formally described in the following algorithm:

JV -Junction Tree Algorithm (The decomposition approach for structural learning of MVR CGs
with domain knowledge by constructing a JV -junction tree from domain knowledge or from ob-
served data patterns).

1. Input: a hypergraph C = {C1, . . . , CH} (as the domain knowledge, or databases with ob-
served data patterns C) such that for each vertex u, there is a hyperedge Ch in C that contains
both u and its boundary set.
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Figure 7: Main algorithm. (a) Undirected independence subgraphs for each node. (b) Combining
subgraphs in (a). (c) The m-separation tree T ′. (d) Local skeletons for every node of T ′.
(e) The global skeleton and all v-structures.

2. Call Algorithm 2, but with the input of step 1, to construct a JV -junction tree T from the
hypergraph C. (T is not necessarily a m-separation tree.)

3. If the sizes of nodes in T are too large, then refine T with observed data:

• Construct an undirected independence subgraph over each node of T ;

• Construct the entire undirected graph ḠH = (V, Ē), where Ē is the union of all edge
sets of subgraphs;

• Construct a JV -junction tree T ′ by triangulating ḠH .

4. Call Algorithm 1, but with T ′ as input, to construct the equivalence class of MVR CGs from
T ′ (or T if the sizes of nodes are not very large).

5. Output: the equivalence class of MVR CGs.

A proof of correctness of the JV -Junction Tree Algorithm is forthcoming. For an example of use
of the JV -Junction Tree Algorithm, see Figure 6.

7. Complexity Analysis and Advantages

In this section, we start by comparing our algorithm with the main algorithm in (Xie et al., 2006)
that is designed specifically for DAG structural learning when the underlying graph structure is a
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DAG. We make this choice of the DAG specific algorithm so that both algorithms can have the same
separation tree as input and hence are directly comparable.

In a DAG, all chain components are singletons. Therefore, sufficiency of having a hypergraph
that contains both τ and its parent set for every chain component is equivalent with having a hyper-
graph that contains both u and its parent set for every u ∈ V , when the underlying graph structure
is a DAG. Therefore, it is obvious that our algorithm has the same effect and the same complexity
as the main algorithm in (Xie et al., 2006).

The same advantages mentioned by (Xie et al., 2006) for their BN structural learning algorithm
hold for our algorithm when applied to MVR CGs. For the reader convenience, we list them here.
First a m-separation tree can be constructed based on the prior or domain knowledge rather than
conditional independence tests. By using the m-separation tree, independence tests are performed
only conditionally on smaller sets contained in a node of the m-separation tree rather than on the
full set of all other variables. Thus our algorithm has higher power for statistical tests. Second,
the theoretical results proposed in this paper can be applied to scheme design of multiple databases.
Without loss of information on structural learning of MVR CGs, a joint data set can be replaced by a
group of incomplete data sets based on the domain or prior knowledge of conditional independencies
among variables (Xie et al., 2006).

Finally, the computational complexity can be reduced. This complexity analysis focuses only on
the number of conditional independence tests for constructing the equivalence class. Decomposition
of graphs is a computationally simple task compared to the task of testing conditional independence
for a large number of triples of sets of variables. The triangulation of an undirected graph is used
in our algorithms to construct a m-separation from an undirected independence graph. Although
the problem for optimally triangulating an undirected graph is NP-hard, sub-optimal triangulation
methods (Berry et al., 2004) may be used provided that the obtained tree does not contain too large
nodes to test conditional independencies. Two of the best known algorithms are lexicographic search
and maximum cardinality search, and their complexities are O(|V ||E|) and O(|V | + |E|), respec-
tively (Berry et al., 2004). Thus in our algorithms, the conditional independence tests dominate the
algorithmic complexity.

The complexity of the Main Algorithm and JV -Junction Tree Algorithm is O(Hm22m) as
claimed in (Xie et al., 2006, Section 6), where H is the number of hyperedges (usually H � |V |)
andm = maxh |Ch| where |Ch| denotes the number of variables in Ch (m usually is much less than
|V |).

Appendix A. Proofs of Theoretical Results

Lemma 4 Let ρ be a chain from u to v, and W be the set of all vertices on ρ (W may or may not
contain u and v). Suppose that (the endpoints of) a chain ρ is by S. If W ⊆ S, then the chain ρ is
blocked by W and by any set containing W .

Proof Since the blocking of the chain ρ depends on those vertices between u and v that are con-
tained in the m-separator, and since W contains all vertices on ρ, ρ is also blocked by S ∩W = W
if ρ is blocked by S. Since all colliders on ρ have already been activated conditionally onW , adding
other vertices into the conditional set does not make any new collider active on ρ. This implies that
ρ is blocked by any set containing W .

13
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Lemma 5 Let T be am-separation tree for a MVR CGG, andK be a separator of T that separates
T into two subtrees T1 and T2 with variable sets V1 and V2 respectively. Suppose that ρ is a chain
from u to v in G where u ∈ V1 \K and v ∈ V2 \K. Let W denote the set of all vertices on ρ (W
may or may not contain u and v). Then the chain ρ is blocked by W ∩K and by any set containing
W ∩K.

Proof Since u ∈ V1 \K and v ∈ V2 \K, there is a sequence from s (may be u) to y (may be v)
in ρ = (u, . . . , s, t, . . . , x, y, . . . , v) such that s ∈ V1 \K and y ∈ V2 \K and all vertices from t
to x are contained in K. Let ρ′ be the sub-chain of ρ from s to y and W ′ the vertex set from t to
x, so W ′ ⊆ K. Since s ∈ V1 \K and y ∈ V2 \K, we have from definition of m-separation tree
that K m-separates s and y in G, i.e., K blocks ρ′. By lemma 4, we obtain that ρ′ is blocked by
W ′(⊆ K) and any set containing W ′. Since W ′ ⊆ (K ∩W ), ρ′ is blocked by K ∩W and by any
set containing K ∩W . Thus ρ(⊇ ρ′) is also blocked by them.

Remark 6 Javidian and Valtorta showed that if we find a separator over S in (GAn(u∪v))
a then it

is a m-separator in G. On the other hand, if there exists a m-separator over S in G then there must
exist a separator over S in (GAn(u∪v))

a by removing all nodes which are not in An(u ∪ v) from it
(Javidian and Valtorta, 2018b).

Observations in Remark 6 yield the following results.

Lemma 7 Let u and v be two non-adjacent vertices in MVR CG G, and let ρ be a chain from u to
v. If ρ is not contained in An(u ∪ v), then ρ is blocked by any subset S of an(u ∪ v).

Proof Since ρ 6⊆ An(u ∪ v), there is a sequence from s (may be u) to y (may be v) in ρ =
(u, . . . , s, t, . . . , x, y, . . . , v) such that s and y are contained in An(u ∪ v) and all vertices from t to
x are out of An(u∪ v).Then the edges s− t and x− y must be oriented as s ◦→ t and x←◦ y, oth-
erwise t or x belongs to an(u∪ v). Thus there exist at least one collider between s and y on ρ. The
middle vertex w of the collider closest to s between s and y is not contained in an(u ∪ v), and any
descendant of w is not in an(u ∪ v), otherwise there is a (partially) directed cycle. So ρ is blocked
by the collider, and it cannot be activated conditionally on any vertex in S where S ⊆ an(u∪ v).

Lemma 8 Let T be a m-separation tree for a MVR CG G. For any vertex u there exists at least
one node of T that contains u and bd(u).

Proof If bd(u) is empty, it is trivial. Otherwise let C denote the node of T which contains u and the
most number of elements of u’s boundary. Since no set can separate u from a parent (or neighbor),
there must be a node of T that contains u and the parent (or neighbor). If u has only one parent (or
neighbor), then we obtain the lemma. If u has two or more elements in its boundary, we choose two
arbitrary elements v and w of u’s boundary that are not contained in a single node but are contained
in two different nodes of T , say {u, v} ⊆ C and {u,w} ⊆ C ′ respectively, since all vertices in
V appear in T . On the chain from C to C ′ in T , all separators must contain u, otherwise they
cannot separate C from C ′. However, any separator containing u cannot separate v and w because
v ◦→ u←◦ w is an active chain between v and w in G. Thus we got a contradiction.
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Lemma 9 Let T be a m-separation tree for a MVR CG G and C a node of T . If u and v are two
vertices in C that are non-adjacent in G, then there exists a node C ′ of T containing u, v and a set
S such that S m-separates u and v in G.

Proof Without loss of generality, we can suppose that v is not a descendant of the vertex u in
G, i.e., v ∈ nd(u). According to the local Markov property for MVR chain graphs proposed by
Javidian and Valtorta in (Javidian and Valtorta, 2018a), we know that u ⊥⊥ [nd(u) \ bd(u)]|paG(u).
By Lemma 8, there is a node C1 of T that contains u and bd(u). If v ∈ C1, then S defined as the
parents of u m-separates u from v.

If v 6∈ C1, choose the node C2 that is the closest node in T to the node C1 and that contains u
and v. Consider that there is at least one parent (or neighbor) p of u that is not contained inC2. Thus
there is a separator K connecting C2 toward C1 in T such that K m-separates p from all vertices in
C2 \K. Note that on the chain from C1 to C2 in T , all separators must contain u, otherwise they
cannot separate C1 from C2. So, we have u ∈ K but v 6∈ K (if v ∈ K, then C2 is not the closest
node of T to the node C1). In fact, for every parent (or neighbor) p′ of u that is contained in C1 but
not in C2, K separates p′ from all vertices in C2 \K, especially the vertex v.

Define S = (an(u ∪ v) ∩ C2), which is a subset of C2. We need to show that u and v are
m-separated by S, that is, every chain between u and v in G is blocked by S.

If ρ is not contained in An(u ∪ v), then we obtain from Lemma 7 that ρ is blocked by S.
When ρ is contained in An(u ∪ v), let x be adjacent to u on ρ, that is, ρ = (u, x, y, . . . , v).

We consider the three possible orientations of the edge between u and x. We now show that ρ is
blocked in all three cases.

i: u← x, so we know that x is not a collider and we have two possible sub-cases:

1. x ∈ C2. In this case the chain ρ is blocked at x.

2. x 6∈ C2. In this case K m-separates x from v. By Lemma 5, we can obtain that the
sub-chain ρ′ from x to v can be blocked by W ∩ K where W denotes the set of all
vertices between x and v (not containing x and v) on ρ′. Since S ⊇ (W ∩K), we obtain
from Lemma 5 that S also blocks ρ′. Hence the chain ρ is blocked by S.

ii: u→ x. We have the following sub-cases:

1. x ∈ an(u). This case is impossible because a directed cycle would occur.

2. x ∈ an(v). This case is impossible because v cannot be a descendant of u.

iii: u↔ x. We have the following sub-cases:

1. x ∈ an(u). This case is impossible because a partially directed cycle would occur.

2. x ∈ an(v) and v is in the same chain component τ that contains u, x. This is impossible,
because in this case we have a partially directed cycle.

3. x ∈ an(v) and v is not in the same chain component τ that contains u, x. We have the
following sub-cases:

– x 6∈ C2. In this case K m-separates x from v. By Lemma 5, we can obtain that the
sub-chain ρ′ from x to v can be blocked by W ∩K where W denotes the set of all
vertices between x and v (not containing x and v) on ρ′. Since S ⊇ (W ∩K), we
obtain from Lemma 5 that S also blocks ρ′. Hence the chain ρ is blocked by S.
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– x ∈ C2. We have the three following sub-cases:
∗ u ↔ x → y. In this case x ∈ S blocks the chain. Note that in this case it is

possible that y = v.
∗ u↔ x← y. So, y ( 6= v o.w., a directed cycle would occur) is not a collider. If
y ∈ C2 then the chain ρ is blocked at y. Otherwise, we have the two following
sub-cases:
· There is a nodeC ′ betweenC1 andC2 that contains y (note that it is possible

that C ′ = C1), so K m-separates y from v and the same argument used for
case i.2 holds.
· In this case K m-separates y from p (p ∈ bd(u) ∩ C1 and p 6∈ C2), which

is impossible because the chain p ◦→ u ↔ x ← y is active (note that
u, x ∈ K).

∗ u ↔ x ↔ y. If there is an outgoing (→) edge from y ( 6= v o.w., a partially
directed cycle would occur) then the same argument in the previous sub-case
(u ↔ x ← y) holds. Otherwise, y is a collider. If y 6∈ C2 then the same
argument in the previous sub-case (u ↔ x ← y) holds. If y ∈ C2, there must
be a non-collider vertex on the chain ρ between y and v to prevent a (partially)
directed cycle. The same argument as in the previous sub-case (u ↔ x ← y)
holds.

Proof [Proof of Theorem 2] (⇒) If condition (i) is the case, nothing remains to prove. Otherwise,
Lemma 9 implies condition (ii).
(⇐) Assume that u and v are not contained together in any node C of T . Also, assume that C1 and
C2 are two nodes of T that contain u and v, respectively. Consider that C ′1 is the most distant node
from C1, between C1 and C2, that contains u and C ′2 is the most distant node from C2, between C1

and C2, that contains v. Note that it is possible that C ′1 = C1 or C ′2 = C2. By the condition (i) we
know that C ′1 6= C ′2. Any separator between C ′1 and C ′2 satisfies the assumptions of Lemma 5. The
sufficiency of condition (i) is given by Lemma 5.

The sufficiency of conditions (ii) is trivial by the definition of m-separation.

Proof [Proof of Theorem 3] From (Cowell et al., 1999), we know that any separator S in junction
tree T separates V1 \ S and V2 \ S in the triangulated graph Ḡt

V , where Vi denotes the variable set
of the subtree Ti induced by removing the edge with a separator S attached, for i = 1, 2. Since the
edge set of Ḡt

V contains that of undirected independence graph ḠV for G, V1 \ S and V2 \ S are
also separated in ḠV . Since ḠV is an undirected independence graph for G, using Definition 1 we
obtain that T is a m-separation tree for G.

Appendix B. Proofs for Correctness of the Algorithms

Proof [Correctness of Algorithm 1] By the sufficiency of Theorem 2, the initializations at steps 2
and 3 for creating edges guarantee that no edge is created between any two variables which are not
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in the same node of the m-separation tree. Also, by the sufficiency of Theorem 2, deleting edges at
steps 2 and 3 guarantees that any other edge between two m-separated variables can be deleted in
some local skeleton. Thus the global skeleton obtained at step 3 is correct. In a maximal ancestral
graph, every missing edge corresponds to at least one independence in the corresponding indepen-
dence model (Richardson and Spirtes, 2002), and MVR CGs are a subclass of maximal ancestral
graphs (Javidian and Valtorta, 2018a). Therefore, according to the necessity of Theorem 2, each
augmented edge (u, v) in the undirected independence graph must be deleted at some subgraph
over a node of the m-separation tree. Furthermore, according to Lemma 4, for every v-structure
(u ◦→ w ←◦ v) there is a node in m-separation tree T that contains u, v and w, and obviously
w 6∈ Suv. Therefore, we can determine all v-structures at step 4, which completes our proof.

Proof [Correctness of Algorithm 2] Since an augmented graph for a MVR CG G is an undirected
independence graph, by definition of an undirected independence graph, we only need to show that
ḠV defined in step 3 contains all edges of (GV )a. It is obvious that Ē contains all edges obtained
by dropping directions of directed edges in G since any set cannot m-separate two vertices that are
adjacent in G.

Now we show that Ē also contains any augmented edge that connects vertices u and v having a
collider chain between them, that is, (u, v) ∈ Ē. Any chain graph yields a directed acyclic graph D
of its chain components having T as a node set and an edge T1 → T2 whenever there exists in the
chain graph G at least one edge u → v connecting a node u in T1 with a node v in T2 (Marchetti
and Lupparelli, 2011). So, there is a collider chain between two nodes u and v if and only if there
is a chain component τ ∈ T such that

• u, v ∈ τ , or

• u ∈ τ and v ∈ paG(τ) or vice versa, or

• u, v ∈ paG(τ)

Since for each connected component τ there is a Ch ∈ C containing both τ and its parent set
paG(τ), in all of above mentioned cases we have an (u, v) edge in step 2. Therefore, ḠV defined in
step 3 contains all edges of (GV )a.

Proof [Correctness of Main Algorithm] The correctness of Algorithm 1 and Algorithm 2 has been
proved above. Thus we only need to prove that step 3 is correct for obtaining a m-separation tree.
With an argument similar to that used in the proof of correctness of Algorithm 2, we have that the
entire undirected independence graph is constructed correctly at the step 3. Then the m-separation
tree can be obtained correctly by using an algorithm for constructing a junction tree.

Conclusion and Summary

We proposed a decomposition approach for structural learning of MVR CGs, which extend BNs
by allowing the implicit representation of latent (hidden) variables, using bidirected edges (each
bidirected edge represents a hidden common parent of its endpoints i.e., u ↔ v represents u ←
h → v, where h is a latent variable). In this approach, which extends the pioneering work of
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(Xie et al., 2006), a problem of learning a large MVR CG is split into problems of learning small
subgraphs. Domain or prior knowledge of conditional independencies can be utilized to facilitate
the decomposition of structural learning. We theoretically proved the correctness of the proposed
algorithms. Both the complexity of the algorithms and the power of conditional independence tests
can be improved by decomposing a large graph into small subgraphs.

We believe that our approach is extendable to the structural learning of AMP chain graphs
(Andersson et al., 1996). So, the natural continuation of the work presented here would be to
develop a learning algorithm via decomposition for AMP chain graphs. Finally, we have a plan to
design an R language package that implements our algorithms and compares our approach with the
PC-like algorithm (Sonntag and Peña, 2012) in practice.
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